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1. Before the Transistor
In the middle of the 19th century, 
electrical engineering provided us 
with a big technological leap, i.e., in-
stantaneous long-distance transpor-
tation of ‘energy’ and ‘information’ 
through electric wires. The ‘informa-
tion transportation’ was conducted 
at the end of the 1830’s by the elec-
tric telegraph with ‘relays’ used as 
the amplifier of the decaying signal 
(Morse code) propagating on a long 
wire [1]. The relay was the first elec-
tric device which amplified electric 
signal, but it had a function of only 
digital signal amplification by the 
mechanical switch controlled by the 
signal current flowing in the electro-
magnet coil.

Then, 60 years later, wireless 
telecommunication started with a 
strong demand for the analog sig-
nal amplification. The analog sig-
nal amplification was realized by 
the invention of the ‘triode vacuum 
tube’ in 1906 [2]. The electron cur-
rent in a vacuum tube between the 
cathode and anode was directly 
modulated by the potential of the 
‘grid electrode’ inserted in the elec-
tron current flow. The analog signal 
imposed on the grid bias was trans-
ferred into the electron current and 
amplified. The grid bias can also 
switch on/off the electron current. 
The triode vacuum tubes had been 
widely used for telecommunication 
and machine control since then. 
This was the beginning of ‘elec-
tronics’ that enabled the manipu-
lation of electron movement in the 
devices for many applications.

2. The Road to the Transistor
However, the vacuum tubes were not 
suitable for low power-consumption 
operation and also for very high-
frequency operation at microwave 
range due to the difficulty of the size 
reduction. It would be quite natural 
to imagine that replacing the vacuum 
tubes by solid-state amplifiers could 
solve the above problems. The idea 
was to modulate the lateral current in 
a solid-state material by the vertical 
electric field applied by the 3rd termi-
nal, i.e., ‘grid’ or ‘gate’. This is the anal-
ogy to the triode vacuum tubes and 
the idea of the ‘Field Effect Transistor 
(FET), although the term ‘transistor’ 
did not exist at that time. However, 
different from the case of electron 
current in the vacuum, controlling the 
electron current in solid-state materi-
als by the vertical electric field was 
not easy because of the high-density 
charges of electrons and ions exist-
ing in the solid-state materials. Thus, 
it was assumed to be necessary to 
use an ‘extremely-thin semiconductor 
film’ as the solid-state material. The 
first recorded ideas of the FET were 
filed as patents without any experi-
mental data in 1925 for MESFETs [3] 
and 1928 for MOSFETs [4]. Although 
semiconductors had been already 

used for commercial crystal rectifiers 
[5]–[7] from the beginning of the 20th 
century, the physics of semiconduc-
tors such as band theory [8] using 
quantum mechanics was not known 
at all until the 1930’s. At that time, 
there were even no concepts of holes 
and p-n junctions, and the quality of 
the semiconductor materials was not 
sufficient at all [9]. Later in 1945–1948, 
W. Shockley of Bell Telephone Labora-
tories thought of an idea of MOSFETs 
[9]–[12] independently from the previ-
ous MOSFET ideas. His idea was to 
modulate the carrier density at the 
semiconductor surface by the band 
bending caused by the vertical elec-
tric field from the gate electrode. He 
predicted the amount of the carrier 
density modulation based on the cal-
culation using the band theory.  How-
ever, the experimental carrier density 
modulations on Si, Ge and Cu2O were 
3–4 magnitudes of order smaller than 
those of the theoretical calculations 
[9]–[12] because of the existence of 
the fixed electrons trapped at the 
surface states [13]. (The accumula-
tion layer conduction with the major-
ity carriers of the MOSFET is shown 
in W. Shockley’s works [10], but the 
inversion layer conduction with the 
minority carriers was not recognized 
by his works [10], [12]. The inversion 
type of the conduction was found by 
J. Bardeen in 1947 [14] and the inver-
sion layer conduction used in today’s 
MOSFETs was clearly described later 
by L. Brown’s paper [15] published 
in 1953). W. Shockley’s group contin-
ued the research for preventing the 
trapped surface charge effect, and 
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fortunately, J. Bardeen and W. Brattain 
found, on December 16, 1947, cur-
rent amplification phenomena 
when they put the 2 gold point-con-
tact electrodes (emitter and collector 
electrodes)—with the separation of 
50 µm—directly onto the n-type Ge 
surface [9]–[11], [16], [17]. The Ge sub-
strate was connected to the base elec-
trode from the backside. The injection 
of holes from the emitter electrode 
under the positive bias condition 
modulated the potential of Ge near 
the collector electrode and enhanced 
the electron current between the base 
and collector electrodes. This was 
the first solid-state amplifier and 
named ‘transistor’ as a contraction 
of ‘trans-resistance’. The amplification 
mechanism was different from that of 
FET, and this transistor is later called 
‘point-contact bipolar transistor’ be-
cause both majority and minority car-
riers contribute the amplification. 

3. The Transistor as the Origin of 
the Device Miniaturization and the 
World After the Transistor Invention
The point-contact bipolar transis-
tor had soon evolved to the junction 

bipolar transistors (BJT’s) [9], [11], 
[18] in 1948 in order to prevent the 
mechanical instability of the contact. 
Monolithic integrated circuits started 
using BJT’s in 1958 [19] and 59 [20]. In 
1960, the first MOSFET was realized 
by choosing thermally-grown oxide 
on Si as the gate oxide [21] in order 
to significantly decrease the surface 
trapped charge density. MOSFETs 
replaced the BJTs in Large Scale In-
tegrated circuits (LSI’s) by the end of 
1960’s because of the ease of their in-
tegration due to the planar structure.

Now, the minimum line width 
used for nano-CMOS VLSI is about 
15 nm. The minimum line width has 
decreased about 105 times since the 
first vacuum triode in the past 115 
years, and 103.5 times since the first 
transistor in the past 75 years, re-
spectively, as shown in the figure. 
Because of the size decrease, the 
performance—such as operational 
speed, energy/power consumption, 
volume, weight, and cost of electric 
systems/machines improved bil-
lions—trillions of times. The inven-
tion of the transistor 75 years ago 
was the origin of electron device 

miniaturization, and it was a great 
technological leap for the progress of 
intelligent society. Miniaturization of 
the electron devices towards micro-/
nanoelectronics was an extremely 
important concept. Without the tre-
mendous miniaturization of the tran-
sistors in the past 75 years, today’s 
intelligent society with the internet, 
and AI would not exist.

4. Future of the Transistor
According to IEEE IRDS (International 
Roadmap for Devices and Systems) 
2021, ‘3 nm’ logic CMOS technology 
will start production this year (2022), 
and we can still expect the merit in 
size, operational-speed and power-
consumption. It should be noted that 
the ‘logic technology names’ such 
as ‘5 nm’ or ‘3 nm’ are just ‘inflated 
names’ and have nothing to do with 
the real physical size used in the de-
vices. Indeed, it is a bad custom of the 
logic CMOS industry. Real minimum 
line width such as the gate length is 
about 15 nm for the ‘3 nm technol-
ogy’ according to the IRDS 2021. At 
this moment, the downsizing limit of 
the minimum line width—such as the 

Trend of minimum line width used for devices and performance increase

c
m

m
m

µm

n
m

1900 20 40 60 80 2000 201840

Micro-
Electronics electronics

Nano-
electronics

115 years 

x 
10

-
5

75 years 

Relay Triode vacuum tube

Transistor Photo lithography

IC

Electrical
Engineering

Practical

Limits

Fundamental

Ultimate
(Atomic size)

(Direct-tunneling)

Miniaturization

New concept  

Tremendous performance 
increase

In 115 years

Electron device size:  x 10-5

Performance:  x 109 ~ 1012

Operational speed

Energy consumption

Volume Weight

Cost

MOSFET
LSI

Nano-CMOS

CFET
Stacked
channel
sheets

x 
10

- 3
.5

180 years 

x 
10

-
5



April 2022 ❍ IEEE Electron Devices Society Newsletter  5

gate length and metal wire width—is 
thought to be about 10 nm because 
of the significant increase in leakage 
current of MOSFETs and resistance 
increase and reliability degradation of 
interconnects. So, the scheme of de-
vice miniaturization, having continued 
since the invention of the transistor, 
could reach the limit in several years. 
Even if we could solve those problems 
by the introduction of new materials/
technologies, it should be noted that  
3 nm is the ‘fundamental limit’ caused 
by the direct-tunneling leakage cur-
rent, and that 0.3 nm is the ‘ultimate 
limit’ due to the atomic size. Thus, 
there will be no ‘pico-technology’ after 
‘nano-technology’, and the end of the 
device miniaturization is not so far. 

However, the progress of the in-
tegrated circuits with Moore Law 
will continue by the 3D integration. 
In IEDM 2020 and 2021, there were 
many publications of 3D MOSFETs 
such as CFETs (Stacked nano-sheet 
channel n- and p-MOSFETs) [22]. The 
progress of the 3D integration will 
reach a limit in 10–20 years because 
of the increasing heat density and 
cost increase. However, demands for 
high-performance semiconductor de-
vices with low-power consumption 
will keep increasing in the future su-
per-intelligent society, and the tech-
nology optimization of the devices 
for each specific application will con-
tinue after that. Future intelligent so-
ciety will create many new business 
fields such as 6G communication or 
autonomous driving, which will re-
quire new functions and performanc-
es. We will have so many things to do 
for future logic, memory, telecommu-

nication, power, and sensor devices 
to optimize for the new businesses. 

In the long term, the next leap of 
technology will be the introduction of 
bio systems. This does not necessar-
ily mean to introduce the algorism of 
the bio system on semiconductor de-
vices, but also means to use existing 
bio systems, and the cooperation be-
tween the electronics and bio systems 
becomes important. Even though the 
champion player of the ‘Go’ game 
cannot win the AI player because the 
human brain cannot keep concentra-
tion only for one thing for long hours 
without rest and cannot memorize 
and remember huge volume of data 
accurately, bio systems such as brains 
composed by neurons are much effi-
cient than the semiconductor AI sys-
tem in most of the cases.
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